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Abstract Aspergillus sojae, which is used in the making

of koji, a characteristic Japanese food, is a potential

candidate for the production of polygalacturonase (PG)

enzyme, which of a major industrial significance. In this

study, fermentation data of an A. sojae system were mod-

eled by multiple linear regression (MLR) and artificial

neural network (ANN) approaches to estimate PG activity

and biomass. Nutrient concentrations, agitation speed,

inoculum ratio and final pH of the fermentation medium

were used as the inputs of the system. In addition to

nutrient conditions, the final pH of the fermentation med-

ium was also shown to be an effective parameter in the

estimation of biomass concentration. The ANN parameters,

such as number of hidden neurons, epochs and learning

rate, were determined using a statistical approach. In the

determination of network architecture, a cross-validation

technique was used to test the ANN models. Goodness-of-

fit of the regression and ANN models was measured by the

R2 of cross-validated data and squared error of prediction.

The PG activity and biomass were modeled with a 5-2-1

and 5-9-1 network topology, respectively. The models

predicted enzyme activity with an R2 of 0.84 and biomass

with an R2 value of 0.83, whereas the regression models

predicted enzyme activity with an R2 of 0.84 and biomass

with an R2 of 0.69.

Keywords Artificial intelligence � Cross-validation �
Filamentous fungi � Polygalacturonase production �
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Introduction

The modeling of experimental or real-time data with arti-

ficial neural network (ANN) techniques has been applied in

many research fields, such as biotechnology, pharmaceu-

tical, medicine and food [1–8]. In the biotechnology field,

ANN modeling is a commonly applied approach for car-

rying out estimations, control studies, classification analy-

sis, and fault diagnosis. The major reason for the popularity

of ANN techniques is their ability to model the complex

and nonlinear behavior of the systems with a reliable set of

input and output data pairs, without the need for prior

information.

As in other data-based modeling strategies, ANN mod-

eling requires two sets of data: (1) a larger set for the

training (learning) of the network and (2) a smaller set for

the testing of the model. In the training phase, the network

learns from the known input–output data by adjusting its

parameters (weights). The training data must include

diverging sets of input–output pairs to be able to capture

the dynamics of the system. The test data, on the other

hand, has to be distinct and is used after the network

architecture (topology), weights (wij) and biases (bj) have

been determined, since it will assess the performance of the

network model with observations which are not used in the

learning stage. One problem in ANN applications is

the lack of sufficient input–output observations. This is

common, especially in biological fields, where data col-

lection in living systems may be challenging. Table 1

shows some examples of ANN modeling in cases of small
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data sets in biotechnological studies. In cases where there

is no luxury of splitting data into two parts, a cross-vali-

dation technique known as the leave-one-out (LOO) or

leave-more-out procedure can be an alternative internal

estimator of the model.

Pectinases are one of the most important groups of

enzymes and are used extensively in the food, paper and

textile industries and in wastewater treatments. These

enzymes degrade the long and complex molecules of

pectin, which are formed by galacturonic acid units linked

by glycosidic bonds. Among the many pectinases identified

to date, polygalacturonase (PG) is responsible for the

hydrolytic cleavage of the polygalacturonic acid chain.

Fungi are known to be a good source of PG enzyme.

A number of Aspergillus, Rhizopus and Penicillum species

are used for the large-scale production of PG enzymes

[28, 29]. Another potential candidate for PG enzyme

production is Aspergillus sojae, which is known as the

organism used in the production of koji, a characteristic

Japanese food product. The production of this pectinase

enzyme and its activity studies with A. sojae ATCC 20235

are a new area of research, and an earlier study by our

group focused on the development of low-cost nutrient

media using statistical tools [30].

The scope of the study reported here is to model the

activity of PG and its biomass formation at the end of a

submerged fermentation by using a historical data set,

which was created by two separate optimization studies.

Artificial neural network modeling was used to combine

both data sets to form an overall model. The LOO cross-

validation technique was used to validate and measure the

performance of the network models due to the low number

of observations in the historical data sets. This study pro-

vides an example of ANN application in a biological pro-

cess, which introduces the production of a commercially

valuable enzyme by an organism that has not been con-

sidered in this context to date.

Materials and methods

Fermentation system

The data used in this study originate from a series of

submerged fermentation studies with A. sojae ATCC

20235, which was purchased in lyophilized form (Proco-

chem., Middlesex, UK). The details of inoculation, fer-

mentation and measurement steps are given elsewhere [30].

After a preactivation step on YME agar and preparation of

spore suspensions on molasses agar slants, the spores were

incubated at 30�C for 1 week. Spore suspensions were

collected and stored at 4�C. The fermentations were per-

formed in flasks containing basal medium [in g/l: glucose,

25; peptone, 2.5; disodium phosphate, 3.2; monosodium

phosphate, 3.3; corn steep liquor (CSL) and maltrin at

changing concentrations]. The fermentation flasks con-

taining 50 ml of production medium were agitated at

different speeds (rpm) for 96 h at 30�C. The enzymatic

Table 1 A number of artificial neural network (ANN) modeling studies with a low number of data points

Source Data-training Data-testing Input/output Hidden layers Neurons

Razmi-Rad et al. [9] 106 26 4/6 2 3 and 5

Bas and Boyaci [10] 13 22 2/1 1 4

Huang et al. [11] 13 8 3/1 1 4

Desai et al. [12] 44 10 4/1 1 4

Alonso-Salces et al. [13] 48 16 33/2 1 3

Hervas-Martinez et al. [14] 30 15 4/3 1 5 and 6

Yuste and Dorado [15] 45 45 5/1 1 13

Esnoz et al. [16] 70 12 3/1 1 3 and 5

Alonso-Salces et al. [17] 64 21 3/1 and 4/1 1 3 and 9

Hongwen et al. [18] 22 9 5/1 1 7

Spanila et al. [19] 16 3 3/1 1 3

Pazourek et al. [20] 35 – 7/2 – –

Dutta et al. [21] 20 14 3/1 1 9

Perez-Magarino et al. [22] 107 37 7/3 1 4

Irudayaraj et al. [23] 32 16 46/3 1 40

Coleman et al. [24] 55 14 6/3 1 10

Castellanos et al. [25] 107 – 4/1 1 4

Iizuka and Aishima [26] 38 Cross-validation 20/3 1 6

Sun et al. [27] 170 Cross-validation 17/6 1 20
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activity of PG was determined according to the procedure

described by Panda et al. [31]. One unit of enzyme activity

was defined as the enzyme that catalyzes the release of

1 lmol of galacturonic acid per unit volume per unit time

(expressed as U/ml). Biomass determination was per-

formed by the gravimetric method and expressed as grams

per liter.

The effects of agitation speed, inoculum amount, maltrin

and CSL concentration on PG activity and biomass were

studied with the two-step response surface optimization

method (RSM1 and RSM2). Table 2 presents the four-

factor optimization experiments of the first face-centered

central composite design (RSM1), which included 31

experiments (16 factorial points ? 8 axial points ?

7 center runs) and 12 validation experiments. In order to

determine the best operating conditions, we ran a second

face-centered central composite design with the same

factors within different ranges. Table 3 presents this sec-

ond set of four-factor optimization experiments (RSM2),

which included 31 experiments (16 factorial points ?

8 axial points ? 7 center runs) and 17 validation experi-

ments. Therefore, a total of 91 sets (points) of experimental

data were collected (43 in RSM1 and 48 in RSM2)

throughout these two optimization studies. The final pH of

the fermentation medium, PG activity and biomass values

were measured. The data set collected in the RSM2 study

(Table 3) was analyzed to derive the final response surface

Eqs. 1 and 2 for the PG activity and biomass responses in

terms of significant main, interaction and quadratic effects

(P \ 0.05).

Activity-RMS ¼ 6:3þ 0:29 x1 � 0:15 x2 þ 2:75 x3

� 2:66 x4 þ 1:93 x2
4 þ 0:58 x1x2

� 0:52 x2x4 þ 1:11 x3x4 ð1Þ

Biomass-RMS ¼ 17:86þ 1:51 x1 þ 1:94 x2 þ 2:44 x3

þ 5:74 x4 � 4:47 x2
4 þ 1:85 x1x2

� 1:23 x2x3 ð2Þ

where x1, x2, x3 and x4 are the coded values for the agitation

speed, inoculum ratio, maltrin and CSL, respectively. The

coding was done according to x = [Actual - (Low ?

High)/2]/(High - Low)/2. The details of the optimization

experiments and data analysis can be found in Tari et al. [30].

Multiple linear regression

Multiple linear regression (MLR) is a common statistical

technique to explain system outputs Y in terms of inputs or

process variables X. The regression constants used to give

the minimum model errors are determined by the least

square technique. The fermentation outputs, PG activity

and biomass were modeled by MLR using the 91 data

points. R2 of the model, R2 of the test data (R2 test) and

lack-of-fit (LOF) P value were given as the model outputs.

The R2 test shows the prediction ability of the model and is

determined by the cross-validation technique. The LOF

P value should be insignificant (P [ 0.1) in order to ade-

quately define the variation in the system. Modde 7.0 was

used to create the regression models (Umetrics, Umeå,

Sweden).

Response surface methodology

The RSM is an experimental design technique in which the

system is statistically investigated with several inputs and

outputs for optimization purposes. In this study, RSM was

used to optimize the ANN structure in terms of number of

neurons, epochs and learning rate as the inputs and error

measures and R2 of the model as the outputs. The best

combination of input variables that provide a minimum

error and maximum prediction ability in terms of the R2 of

the test data was determined for PG activity and biomass in

the A. sojae fermentation system. Details of the network

optimization are provided in the following section.

Artificial neural network modeling and performance

measures

The input variables used in the ANN models were agitation

speed (x1), inoculum ratio (x2), maltrin concentration (x3),

CSL concentration (x4) and final pH of the fermentation

medium (x5) (Fig. 1). The minimum and maximum values

for the input variables are given in Table 4. Separate ANN

models were generated for the output variables PG activity

(y1) and biomass (y2). The ANN used in this work has three

layers: an input layer, one hidden layer and an output layer.

The hyperbolic tangent sigmoid function, f(x) = {2/

[1 ? exp(-2x)]} - 1, was found to be the most suitable

transfer function for both the hidden and output layers. The

performance goal was set to 0.01. The data were scaled

between [-1 ?1] prior to the training in the network with

the following expression:

ZI ¼ 2
XI � Xmin

Xmax � Xmin

� �
� 1 ð3Þ

Before training our ANN models, their weights and

biases were initialized according to the Nguyen–Widrow

initialization algorithm [32]. The optimization of a network

can be accomplished by changing the network parameters

(such as the number of neurons, number of hidden layers

and number of epochs) one at a time. As an alternative

approach, easy-to-use experimental design techniques were

used to incorporate the combined effect of network

parameters on error measures. A face-central composite

design was run that included three factors: number of

neurons in the single hidden layer, epochs and learning
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Table 2 Mold fermentation data obtained by the first optimization study (RSM1)

Experiment Agitation speed

(rpm)

Inoculum ratio

(total spore count)

Maltrin

(g/l)

CSL

(g/l)

pH Activity

(U/ml)

Biomass

(g/l)

Low and high values

of the factorsa

1 225 5.00E ? 05 50 8.75 3.70 2.213 17.481 Agitation: 150 and 300

Inoculum: 2.5 9 105 and 7.5 9 105

Maltrin: 25 and 75

CSL: 2.5 and 15

2 150 7.50E ? 05 25 2.5 3.51 0.765 10.668

3 150 2.50E ? 05 25 15 4.06 1.568 15.390

4 300 2.50E ? 05 25 15 3.84 1.890 14.060

5 300 7.50E ? 05 75 15 3.59 4.813 22.115

6 300 5.00E ? 05 50 8.75 3.37 2.983 12.185

7 225 5.00E ? 05 50 8.75 3.72 3.548 18.589

8 150 7.50E ? 05 25 15 4.15 0.317 19.165

9 150 7.50E ? 05 75 15 3.70 4.189 19.955

10 150 7.50E ? 05 75 2.5 3.33 5.492 14.983

11 300 2.50E ? 05 25 2.5 3.39 1.717 7.814

12 225 5.00E ? 05 50 8.75 3.52 2.495 13.887

13 300 7.50E ? 05 25 2.5 3.64 2.717 9.929

14 300 7.50E ? 05 75 2.5 3.33 7.351 13.047

15 225 5.00E ? 05 50 8.75 3.74 3.129 18.879

16 150 2.50E ? 05 75 15 3.85 4.351 17.261

17 225 5.00E ? 05 50 8.75 3.57 1.697 13.940

18 150 5.00E ? 05 50 8.75 3.55 1.668 13.949

19 300 2.50E ? 05 75 15 3.60 3.359 15.686

20 225 7.50E ? 05 50 8.75 3.49 2.433 12.811

21 225 5.00E ? 05 25 8.75 3.92 0.907 17.149

22 300 2.50E ? 05 75 2.5 3.49 8.620 10.227

23 225 5.00E ? 05 50 2.5 3.27 4.354 10.344

24 150 2.50E ? 05 25 2.5 3.44 1.576 10.188

25 150 2.50E ? 05 75 2.5 3.26 4.569 13.138

26 300 7.50E ? 05 25 15 3.88 0.290 12.186

27 225 2.50E ? 05 50 8.75 3.71 3.630 16.603

28 225 5.00E ? 05 50 8.75 3.59 1.899 16.629

29 225 5.00E ? 05 50 15 4.03 2.153 20.693

31 225 5.00E ? 05 75 8.75 3.68 5.582 20.077

31 225 5.00E ? 05 50 8.75 3.58 2.521 14.615

32 300 1.25E ? 04 75 2.5 3.60 11.585 21.697

33 300 1.25E ? 04 75 2.5 3.59 9.611 21.667

34 300 2.50E ? 05 75 2.5 3.52 10.352 21.057

35 300 2.50E ? 05 75 2.5 3.70 8.618 22.813

36 300 7.50E ? 05 75 2.5 3.52 7.341 21.547

37 300 7.50E ? 05 75 2.5 3.47 7.139 25.317

38 300 1.00E ? 07 75 2.5 3.78 4.786 29.561

39 300 1.00E ? 07 75 2.5 3.55 4.829 23.614

40 300 1.00E ? 07 100 2.5 3.71 8.312 33.045

41 300 1.00E ? 07 100 2.5 3.75 10.145 33.538

42 300 1.25E ? 04 100 2.5 3.59 12.777 23.720

43 300 1.25E ? 04 100 2.5 3.57 11.844 27.612

CSL Corn steep liquor, RSM response surface optimization method
a The low (-1 in coded form) and high values (?1 in coded form) of the factor variables in the face-centered central composite design (the first

31 experiments)
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Table 3 Mold fermentation data obtained by the second optimization study (RSM2)

Exp Agitation speed

(rpm)

Inoculum ratio

(total spore count)

Maltrin

(g/l)

CSL

(g/l)

pH Activity

(U/ml)

Biomass

(g/l)

Low and high values

of the factorsa

1 350 2.00E ? 07 50 0 6.00 9.634 7.592 Agitation: 150 and 350

Inoculum: 1.25 9 104 and 2 9 107

Maltrin: 50 and 120

CSL: 0 and 5

2 350 2.00E ? 07 120 5 3.51 8.728 31.489

3 250 1.00E ? 07 85 2.5 3.47 6.950 22.543

4 250 1.00E ? 07 85 0 6.00 10.460 10.097

5 250 1.00E ? 07 85 2.5 3.48 6.133 18.276

6 150 2.00E ? 07 120 0 5.90 11.287 11.026

7 350 1.25E ? 04 120 0 5.92 10.551 6.819

8 250 1.00E ? 07 120 2.5 3.54 7.869 23.018

9 150 1.25E ? 04 50 5 3.66 1.895 13.285

10 350 2.00E ? 07 50 5 3.49 2.371 20.498

11 250 2.00E ? 07 85 2.5 3.43 5.332 18.500

12 150 2.00E ? 07 50 5 3.49 1.025 20.618

13 150 1.25E ? 04 120 0 5.87 13.503 7.562

14 150 1.00E ? 07 85 2.5 3.47 5.283 10.000

15 250 1.00E ? 07 85 2.5 3.50 6.360 13.128

16 250 1.00E ? 07 50 2.5 3.54 4.167 14.996

17 150 1.25E ? 04 120 5 3.53 10.474 26.631

18 250 1.00E ? 07 85 2.5 3.44 6.156 20.758

19 350 1.25E ? 04 120 5 3.64 11.023 18.462

20 350 1.25E ? 04 50 0 6.11 8.962 4.065

21 350 2.00E ? 07 120 0 5.43 15.429 12.043

22 250 1.00E ? 07 85 2.5 3.43 7.577 17.015

23 150 2.00E ? 07 50 0 6.17 9.321 7.841

24 250 1.00E ? 07 85 5 3.58 5.171 18.542

25 250 1.25E ? 04 85 2.5 3.44 7.369 13.503

26 250 1.00E ? 07 85 2.5 3.47 6.101 18.753

27 150 2.00E ? 07 120 5 3.42 8.132 10.087

28 150 1.25E ? 04 50 0 6.08 8.810 1.872

29 350 1.00E ? 07 85 2.5 3.42 6.865 22.558

31 350 1.25E ? 04 50 5 3.57 1.313 12.529

31 250 1.00E ? 07 85 2.5 3.47 5.697 19.136

32 350 2.00E ? 07 120 0 5.90 13.162 5.080

33 350 4.00E ? 08 120 0 5.79 8.687 6.778

34 350 4.00E ? 08 120 0 5.26 10.477 8.540

35 350 2.00E ? 07 150 0 6.03 11.760 3.758

36 350 2.00E ? 07 150 0 5.90 15.875 8.774

37 350 2.00E ? 07 180 0 5.90 13.190 9.175

38 350 2.00E ? 07 180 0 6.01 20.101 10.470

39 150 1.25E ? 04 120 5 3.70 9.511 9.018

40 150 1.25E ? 04 120 6 3.62 7.168 9.275

41 350 2.00E ? 07 120 4.10 3.46 5.384 37.698

42 350 2.00E ? 07 120 4.10 3.33 6.250 43.034

43 350 2.00E ? 07 150 4.10 3.43 9.259 42.369

44 350 2.00E ? 07 150 4.10 3.39 7.767 49.875

45 350 2.00E ? 07 180 4.10 3.35 11.384 56.167

46 350 2.00E ? 07 120 1.15 3.47 7.441 31.425

47 350 2.00E ? 07 120 1.00 3.56 5.699 25.046

48 350 2.00E ? 07 120 0.75 5.57 7.770 15.027

a The low (-1 in coded form) and high values (?1 in coded form) of the factor variables in the face centered central composite design (the first 31

experiments)
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rate. The minimum and maximum levels of epochs and

learning rate in the design were determined after a number

of preliminary simulations: the levels chosen were 2 and 20

for the neurons, 1000 and 5000 for the epochs and 0.1 and

0.7 for the initial learning rate. It is not practical to keep the

learning rate parameter constant as the optimal learning

rate changes during the training process. Furthermore, a

low learning rate makes the neural network learn very

slowly, and a high learning rate makes the weights and

biases diverge. We used the adaptive learning rate

algorithm to train our neural networks [33]. An adaptive

learning rate keeps the learning rate as large as possible

while keeping the error stable.

A total of 18 simulations, including four center runs,

were run. Before each simulation, the experimental data

(Tables 2, 3) were randomly placed and then introduced

to the network. The LOO cross-validation method was

used to calculate the prediction errors of each model. As

the responses of the design, the standard error of pre-

diction percentage (SEP) and coefficient of determination

(R2) values for validation data were used.

SEP ¼ 100

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
ðŷ�yÞ2

m

q
�y

ð4Þ

where
P
ðŷ� yÞ2 is the sum of squared prediction errors

and m is the number of predicted values. The ŷ and �y terms

are the predictions and the mean value of the y vector,

respectively. The SEP is a relative deviation of the mean

prediction values and has the advantage of being not

dependent on the magnitude and the number of the mea-

surements. The appropriate neurons, epochs and learning

rate were chosen to minimize the SEP and maximize the

R2 of the cross-validated data.

The ANN was implemented by Matlab 6.0 (The Math-

Works, Natick, MA). Designs for simulations for the best

network topology and minimum error were generated and

data analyzed in Modde 7.0 (Umetrics, Umeå, Sweden).

Results and discussion

Sensitivity analysis

Fermentation data were collected according to two exper-

imental designs, the details of which are given in the

‘‘Materials and methods’’. The factor variables were agi-

tation speed, inoculum concentration, maltrin concentra-

tion and CSL concentration, and the response variables

were PG activity and biomass concentration. Our results

revealed that the most important factors directly associated

with enzyme activity and biomass were the concentrations

of maltrin and CSL (P \ 0.02). Even though the agitation

wh
ij           wo

ij

x 1 Ag.sp.            

)1(∑ + hbxhwhf

 Inoc
)(∑ + obhf

owof

x 2

x3  Maltrin

)2(∑ + hbxhwhf

  b1

h

    bh

2        b
bo

x4 CSL

x5 pH 

Input Layer     Hidden Layer             Output layer   

neu1  

neu1 

neu2 

Bias
Unit

Bias
Unit

Fig. 1 Structure of the neural

network. wh
ij, the hidden weight

from jth hidden neuron to Ith
input neuron (i.e., j = 1, 2 and

I = 1, 2…5); wo
ij, the output

weight from jth output neuron to

Ith hidden neuron (i.e., j = 1

and I = 1, 2); b1
h, the bias

weight to first hidden neuron;

b2
h, the bias weight to second

hidden neuron. bo, Bias weight

to output neuron. neu Neuron,

Ag sp agitation speed,

Inoc inoculum amount,

f activation function

Table 4 The boundaries of input variables used in ANN modeling

Boundaries Agitation speed (rpm) Inoculum ratio (total spore count) Maltrin (g/l) CSL (g/l) pH

Minimum 150 1.25E ? 04 25 0 3.27

Maximum 350 4.00E ? 08 180 15 6.17
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speed and inoculum concentration were not found to be

significant (P [ 0.1), their interactions were significant

(P \ 0.035), and the inclusion of these variables and their

interactions improved the regression (RSM) model. All

four factor variables in RSM were also included in the

neural network model. The results of this RSM analysis

were considered as a sensitivity analysis that showed the

importance of each input variable on the output. A number

of published studies also considered RSM as the sensitivity

analysis technique for providing insight into the main and

interaction effects [34].

In the first and second optimization studies given in

Tables 2 and 3, the pH values of final mold fermentation

medium were also recorded at the end of each fermen-

tation study. In order to study the effect of pH on the

activity and biomass responses, we constructed general

regression models using total of 91 data points. The R2

values and LOF P value of models for activity and bio-

mass are presented in Table 5. We found that the pH

contribution led to a better explanation of the fer-

mentation outputs and that it was an important factor,

especially for the modeling of biomass. The MLR models

are given as:

Activity-MLR ¼ 0:20þ 0:07x1 þ 0:69x2 � 3:75x3

� 0:45x4 þ 0:25x5 � 0:27x2
1 þ 3:54x2

2

þ 0:32x2
4 ð5Þ

and

Biomass-MLR ¼ 16:58þ 0:32 x1 þ 11:80x2 þ 0:46x3

þ 12:28x4 � 1:01x5 � 0:26x2
1 � 1:53x2

5

þ 0:7x1x3 � 0:37x1x5 þ 12:26x2x4

� 0:76x3x5 ð6Þ

where x1 is the agitation speed; x2 is the inoculum ratio;

x3 is the concentration of maltrin; x4 is the concentration

of CSL; x5 is the pH. The final pH of the fermentation

medium, as an easy-to-measure variable, was taken as the

fifth input variable in ANN model.

ANN modeling

The key issue in ANN modeling is to decide on the net-

work topology. In the construction of an ANN model,

several parameters, such as the number of hidden layers,

the number of neurons in each layer, the transfer function

in each layer, the epochs and the learning rate, can be

optimized. Based on the results of our preliminary analysis

of the mold fermentation modeling, we used the single-

layer network and hyperbolic tangent function in the net-

work models. In this study, the optimization of the network

was achieved in terms of number of hidden layer neurons,

number of epochs and the learning rate, with a central

composite design for both network outputs: PG activity and

biomass concentration. The number of hidden neurons is

one of the most important parameters of ANN modeling,

and the improper selection of hidden neurons results in

over-fitting and under-fitting problems. A high number of

neurons performs satisfactorily for training data but may

fail for testing data (over-fitting), while a few hidden

neurons cause unsatisfactory convergence (under-fitting).

According to the Kolmogorov theorem, the number of

neurons can be taken as 2N ? 1, with N dimensional input

vector as a starting point [35]. The usual practice is to

decrease the number of neurons gradually. With the

A. sojae fermentation system, the neurons can be taken as

11 initially. In the network optimization study, the number

of neurons was changed between 2 and 20 (the center value

is 11).

The results of the statistical analysis are given in

Table 6 in terms of P values. Significant parameters have

P values \0.1. For the PG activity data, the neurons and

learning rate do not affect the R2 of the cross-validation (R2

test). However, in accordance with SEP, a low number of

neurons, epochs and learning rate has an increasing effect

on R2. This also means that SEP values are minimum under

these conditions. For the biomass data, all three parameters

were found to be significant in terms of their interactions.

Table 5 Results of the multiple linear regression model with/without

the pH parameter

MLR parameter PG activity Biomass

R2 R2 test LOF

P value

R2 R2 test LOF

P value

pH included 0.86 0.84 0.43 0.77 0.69 0.21

pH not included 0.83 0.8 0.07a 0.54 0.46 0.001a

PG Polygalacturonase, MLR multiple linear regression, LOF lack of

fit
a Parameter is significant at the 5% (0.05) significance level

Table 6 Results of the experimental design for neural network

structure: P values of factors for the outputs of the artificial neural

network model

PG activity Biomass

Neuron (neu) 0.25a 0.08

Epochs (epo) 0.78a 0.09

learning rate (lea) 0.04 0.03

neu 9 neu – 0.003

lea 9 lea 0.27a –

neu 9 epo 0.3a 0.002

neu 9 lea 0.08 0.001

epo 9 lea 0.25a 0.03

a Insignificant parameter (P [ 0.1)
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We observed that high number of neurons (20) and epochs

(5,000) in training results in high R2 values of trained data

and lower R2 of the cross-validated data. The optimum

network by which to attain a maximum R2 of test data was

determined to be nine neurons, 1000 epochs and a learning

rate of 0.7. Different topologies of the network models for

activity and biomass can be explained by comparing the

R2 values of the linear models and neural network models.

In terms of activity, the R2 values of the ANN and MLR

models are close (0.84 vs. 0.86), whereas, for biomass,

ANN yielded a higher R2 value than MLR (0.83 vs. 0.77).

The cross-validation technique is used in empirical

modeling techniques to determine the generalization power

of the models. In those cases particularly where a large

enough data set is not available for training and testing

procedures, a LOO cross-validation can be used to estimate

the prediction error from the learning data itself [36]. Each

time, one of the data points (I) is left outside, and the

remaining N - 1 data points are used to model the system.

Then, the data point left outside is predicted with the

existing model to see how it performs with a new set of

input combination that was not used in the modeling step.

The error is calculated by subtracting the predicted value of

the Ith output data from its observed value. The same

procedure is repeated with all of the input set–target pairs

in the data. At the end of the process, the sum of squares of

all N error components are calculated and expressed in

terms of SEP. This is advantageous since model validation

is performed with N data points that were not used in the

training process. Instead of using only a certain amount of

data in testing, all available data are used, especially if a

low number of data points is available for both training and

validation. Validation results for PG activity and biomass

are presented in Figs. 2 and 3 and Table 7. Figure 2 pre-

sents the scatter plot of actual PG activity readings versus

the ANN-predicted activity values: the ANN model pre-

dicts the enzyme activity with an R2 of 0.84. Figure 3

shows the actual versus predictions for biomass data: the

ANN model predicts actual biomass readings with an R2 of

0.83.

The advantage of using ANN here is the ability of using

data coming from two different designs of the same system.

Even though data belong to different studies, ANN suc-

cessfully found the relationship between inputs and outputs

and estimated the validation data with high R2 values. The

same cannot be said for regression models of a RSM study

since the empirical equation of a design belongs to the

investigated region generated with that design and gives no

guarantee of producing good estimates of outputs generated

at different levels of input variables. The PG enzyme

activity and biomass concentrations of the first optimization

study, including its validation experiments, were predicted

by the regression equations of the second optimization
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Fig. 2 Actual versus predicted polygalacturonase (PG) activity

values of artificial neural network (ANN) model: 5-2-1 topology
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Fig. 3 Actual versus predicted biomass values of the ANN model:

5-9-1 topology

Table 7 Results of ANN models

Parameter Network Learning rate Epochs SEP R2 test

PG activity 5:2:1 0.1 1000 32.61 0.841

Biomass 5:9:1 0.7 1000 30.51 0.832
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study (Eq. 1, 2) with low R2 values, such as 0.06 and 0.02,

respectively. When the ANN models were compared to the

general MLR models (Eqs. 5, 6), biomass data were pre-

dicted with higher R2 by the ANN model (Tables 5, 7).

The performance of ANN models in terms of R2 are better

than those of RSM models, which were performed before-

hand. The ANN modeling, with its non-linear features, is

superior to the RSM in estimating the fermentation outputs,

which belong to different studies of that particular system.

Therefore, neural networks can be considered to a practical

prediction tool, especially for biological measurements,

such as biomass and enzyme activity, that require laborious

analytical procedures and produce a certain amount of lab-

oratory waste. On the other hand, we conclude that the use of

fermentation data collected based on experimental design

techniques clarified the interactions between inputs and

outputs of the black box, i.e., neural network. As a result, the

integration of experimental design and ANN techniques

help researchers understand the complex systems better.
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